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Abstract

This paper provides an overview of the runs submitted to TRECVID 2018 by ITI-CERTH. ITI-CERTH
participated in the Ad-hoc Video Search (AVS), Instance Search (INS) and Activities in Extended
Video (ActEV) tasks. Our AVS task participation is based on a method that combines the linguistic
analysis of the query with concept-based and semantic-embedding representations of video fragments.
The INS task is performed by employing VERGE, which is an interactive retrieval application that
integrates retrieval functionalities that consider mainly visual information. For the ActEV task, we
deploy a novel activity detection algorithm that is based on human detection in video frames, goal
descriptors, dense trajectories, Fisher vectors and a discriminative action segmentation scheme.

1 Introduction

This paper describes the recent work of ITI-CERTH! in the area of video analysis and retrieval.
TRECVID [1] has always been a target initiative for ITI-CERTH given that is is one of the major
evaluation activities in the domain of video. In the past, ITI-CERTH participated in the Search task
under the research network COST292 (TRECVID 2006, 2007 and 2008) and in the Semantic Indexing
(SIN) task (also known as high-level feature extraction task - HLFE) under the MESH (TRECVID
2008) and K-SPACE (TRECVID 2007 and 2008) EU-funded research projects. In 2009 ITI-CERTH
participated as a stand-alone organization in the SIN and Search tasks, in 2010 and 2011 in the KIS,
INS, SIN and MED tasks, in 2012, 2013, 2014 and 2015 in the INS, SIN, MED and MER tasks
(12], [3], [4], [5]), in 2016 and 2017 in the AVS, MED, INS and SED tasks ([6], [7]) of TRECVID.
Based on the acquired experience from previous submissions to TRECVID, our aim is to evaluate our
algorithms and systems in order to improve them. This year, ITI-CERTH participated in four tasks:
AVS, INS and ActEV. In the following sections we will present in detail the employed algorithms and
the evaluation for the runs we performed in the aforementioned tasks.

2 Ad-hoc Video Search

2.1 Objective of the Submission

The goal in the TRECVID 2018 AVS task [8] is the development of techniques for retrieving a ranked
list of 1000 test shots for each ad-hoc query that are mostly related to it. Our system for the AVS
2018 task is based on ITI-CERTH AVS 2017 system and [9]. Taking into account the previous year
results, we modified our system considering two different directions. Firstly, we examine performing
a simpler linguistic analysis of the query, and secondly, we extend the pool of available visual concept
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detectors in order to cover a wider range of concepts from different categories (objects, events, places
etc.).

2.2 System Overview
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Figure 1: Developed AVS system (modified from [9]).

An overview of the system we developed for the AVS task is presented in Fig. 1. Similarly to our
AVS 2017 system, our system consists of three main sub systems. Firstly, the concept-based keyframe
representation component (Fig. 1 (a)) annotates every video shot with semantic concepts using deep
learning, which results a vector representation that corresponds to the concepts that are depicted in the
video shot. In addition, the concept-based query representation component (Fig. 1 (c)) transforms
a given text query into an another vector of concepts. Subsequently, both query and video shot
concept-based representations are transformed to semantic-embedding representations (Fig. 1 (b)) as
described in [9]. Finally, given a test query, after the concept-based keyframe representations have
been calculated, our system measures their distance from the concept-based query representation, by
calculating their euclidean distance. Similarly, the distance between the semantic embedding keyframe
representations and the semantic embedding query representation is calculated and the two distance
vectors are combined in terms of arithmetic mean. The 1000 keyframes with the smallest distance are
then retrieved. The main components of the above process are further explained below.

2.2.1 Concept-based Keyframe Representation

The concept-based keyframe representation component of our system annotates each video shot with
concepts from a predefined concept pool. The output of this component is one vector for each
TRECVID AVS test video shot that indicates the probability that each of the concepts in the pool
appears in the video shot. Specifically, one keyframe was extracted from each video shot of the
TRECVID AVS test set and annotated from a set of predefined visual concept detectors. A key up-
grade of our current AVS system is the introduction of a large set of visual concept detectors. In our
2017 system the overall pool of concept detectors consisted of 4 different concept pools. Each video
shoot was annotated based on 1000 ImageNet [10], 345 TRECVID SIN [11] concepts, 500 event-related
concepts, and 205 place-related concepts. Beside these pools, in our current system, each video shot
was also annotated by 239 FCVID concepts, 365 place-related concepts, 1365 “hybrid” concepts, 4
additional sets of ImageNet concepts, and 3 additional concepts derived from TRECVID SIN.
Similarly to our previous year’s system, to obtain scores regarding the 1000 ImageNet concepts,
we applied five pre-trained ImageNet deep convolutional neural networks (DCNNs) on the AVS test
keyframes: i) AlexNet [12], ii) GoogLeNet [13], iii) ResNet [14], iv) VGG Net [15] and v) a DCNN that
we trained according to the 22-layer GoogLeNet architecture on the ImageNet “fall” 2011 dataset for
5055 categories (where we only considered in AVS the subset of 1000 concepts out of the 5055 ones).
The output of these networks was averaged in terms of arithmetic mean to obtain a single score for
each of the 1000 concepts. To obtain the scores regarding the 345 TRECVID SIN concepts we fine-
tuned (FT) the ResNet pretrained ImageNet network on the 345 concepts using the TRECVID AVS



development dataset and the extension strategy proposed in [16]. We applied the fine-tuned network
on the AVS development dataset and we used as a feature (i.e., a global keyframe representation) the
output of the last hidden layer to train one Support Vector Machine (SVM) per concept. Subsequently,
we applied this FT network on the AVS test keyframes to extract features, and used them as input
to the trained SVM classifiers in order to gather scores for each of the 345 concepts. To obtain scores
for the event- and place-related concepts we applied the publicly available DCNNs that have been
fine-tuned on the EventNet [17], FVCID [18], Places-205 [19], Places-365 [20] and Hybrid-1365 [21]
datasets. To enlarge the number of ImageNet concept detectors we additionally used 4 pre-trained
(GoogLeNet) models from [22]: ImageNet4437, ITmageNet8201, ImageNet12988, and ImageNet4000.
Furthermore, we created 3 derived SIN concepts (woman, man and people) by merging existing SIN
concepts. For example, to create the concept woman all the female-oriented concepts (i.e. adult female
human, female human face closeup, female child etc.) were merged and the score for this concept was
calculated by max-pooling the individual scores. In a similar way the remaining two derived concepts
were created.

Consequently, a 33142-element concept vector was created for each test keyframe. Each element of
this vector corresponds to one concept, from the 33142 available concepts, and indicates the probability
that this concept appears in the video shot.

2.2.2 Concept-based Query Representation

The concept-based query representation of our system extracts cues from each query and represents it
as a vector of related concepts. Given the above pool of 33142 concepts and the textual description of
the query, our method identifies a set of concepts Cq that most closely relate to the query. Specifically,
the selected concepts form a vector where each element of this vector indicates the degree that each
concept is related to the query. For this reason, in our current system we examined three different
linguistic analysis approaches for cue extraction, which are described bellow:

(i) Firstly, similarly to our previous year’s AVS, a sequence of steps was followed. In the first
step, we search for one or more high-level concepts that are semantically similar to the entire
query, using the Explicit Semantic Analysis (ESA) measure [23]. If such concepts are found
(according to a threshold ) we assume that the entire query is well described by them; the
selected concept(s) is (are) added in to set Co (which is initially empty), and no further action
is taken. If this is not the case, in the second step we examine if any of the concepts in our
concept pool appears in the query by string matching, and if so these concepts are added in Cq.
The third step transforms the original query to a set of elementary “subqueries”. We define a
“subqueries” as a meaningful smaller phrase or term that is included in the original query. To
infer “subqueries”, conventional natural language processing procedures (NLP), e.g., part-of-
speech tagging, stop-word removal etc., are used, together with a task-specific set of NLP rules.
For example, if the original query contains a sequence in the form of “Noun - Verb - Noun”,
this triad is considered to be a subquery. Then in the fourth step, we check for concepts that
are semantically similar to any of the “subqueries” by calculating the ESA relatedness between
each “subquery” and the concepts in our pool. If there are concepts that exceed the threshold

(the same threshold as in the first step of this process), then these are added into the set Cq.
Otherwise, if Cq is still empty, in a final step the original query and all the subqueries are used
as input to the zero-example event detection pipeline [24], which jointly considers all this input
and attempts to find the concepts that are most closely related to it.

(ii) In a second approach, we modify the third step of the above process in order to decompose
the query in to simpler “subqueries”. More specifically, as “subqueries” we considered only the
Noun Phrases [25] that are included in the initial query. The rest of the procedure described
above for Cqo calculation remains intact.

(iii) In a third approach, a much simpler, one-step linguistic analysis process was used, in place of
the procedure described above. Simple keywords were extracted by finding the nouns that are
included in each query. Then for each extracted keyword, the nearest concept from the concept
pool according to their word2vec representations were found and these concepts were added to
Co.



Then, the query’s concept vector was formed by the corresponding scores of the selected concepts of
Cq. For the first two approaches, if a concept has been selected in steps 1, 3, 4 or 5 the corresponding
vector’s element was assigned with the relatedness score (calculated using the ESA measure), whereas
if it has been selected in step 2 it was set equal to 1. Finally, for the third approach, for each concept
of Cq the corresponding vector’s element was assigned with the similarity of the concept and the
corresponding keyword (calculated as the Euclidean distance of their representation).

2.2.3 Video Shot Retrieval

The third component of our system retrieves for each query the 1000 test shots that are mostly
related with it. Specifically, the distance between the query’s concept vector (Section 2.2.2) and the
keyframe’s concept vector (Section 2.2.1) for each of the test AVS keyframes is calculated. Similarly,
the distance between the semantic embedding representations of the query and each keyframe is
calculated and the two distance vectors are combined in terms of arithmetic mean.

2.3 Description of Runs

Four AVS runs were submitted in order to evaluate the potential of the aforementioned approaches
on the TRECVID 2018 AVS dataset [8]. The submitted runs are briefly described below:

e ITI-CERTH 1: The combination (late fusion by arithmetic mean) of runs 2 and 4 (explained
below).

e ITI-CERTH 2: Concept-based query representation: cues extraction from the query by consid-
ering only nouns; matching each cue with the most semantically related visual concept from
the concept pool (approach (iii) of Section 2.2.2). Concept-based keyframe representation as
described in Section 2.2.1.

e ITI-CERTH 3: Concept-based query representation as in approach (ii) of Section 2.2.2. Concept-
based keyframe representation as described in Section 2.2.1.

e ITI-CERTH 4: Concept-based query representation as in approach (i) of Section 2.2.2. Concept-
based keyframe representation as described in Section 2.2.1.

2.4 Ad-hoc Video Search Task Results

Table 1: Mean Extended Inferred Average Precision (MXinfAP) for all submitted runs for the fully-
automatic AVS task.

Submitted run: | ITI-CERTH 1 | ITI-CERTH 2 | ITI-CERTH 3 | ITI-CERTH 4
MXinfAP 0.043 0.047 0.040 0.034

Table 1 summarizes the evaluation results of the aforementioned runs in terms of the Mean Ex-
tended Inferred Average Precision (MXinfAP). Our team submitted only fully-automatic runs. We
can see in Table 1 that the simple keyword extraction on the input query (run ITI-CERTH 2) leads
to the best results. Overall, the large number of the available concept detectors seems to cover the
majority of visual cues that a query could relate to, and for this reason the decomposition of the
query in simple keywords (ITI-CERTH 2) is sufficient and outperforms approaches involving more
complicate linguistic analysis (ITI-CERTH 3 & ITI-CERTH 4).

3 Instance Search

3.1 Objective of the Submission

According to the TRECVID guidelines, the instance search (INS) [26] task represents the situation,
in which the user is searching inside a video collection for video segments of a specific person in a



specific place/scene. The user is provided with two sets of visual examples; the first contains the
specific person and the second the specific location. The collection of videos used in the INS task are
provided by BBC and they are part of the EastEnders TV series (Programme material BBC).

ITI-CERTH participates in the TRECVID 2018 INS task by submitting a single run that in-
corporated several algorithms that consider mostly visual information. The system and algorithms
developed are integrated in VERGE! interactive video search engine.

3.2 System Overview

The INS task, like any process of image search, can be achieved through an interactive tool that will
provide users with the capability to efficiently retrieve relevant images. VERGE (Fig. 2) is a Web
user interface that serves as an image retrieval application and is able to incorporate different search
methods. The integrated modalities for this year involve: (a) Visual Similarity Search, (b) High Level
Visual Concept Retrieval, (c) Face Detection and Face Retrieval, (d) Scene Similarity Search, and
(e) Multimodal Fusion. Regarding the implementation, the system has been built with popular Web
technologies, i.e. HTML5, CSS, PHP, JavaScript, jQuery, and open-source libraries, such as Bootstrap
and Kendo UL

A screenshot of the VERGE application is illustrated in Fig. 2, along with an indication of its
components. As it can be easily seen, the interface is separated in two main parts, namely a toolbar
on the top and a results panel that covers most of the screen.

The toolbar contains a multitude of useful features. Starting from the left, a burger icon toggles a
sliding menu where various search options appear. In detail, users can initiate the retrieval procedure
with the complete set of video shots, with landscape or general concepts, with predefined scene clusters
and topics. Next to the icon, there is a text field that investigates whether the given input (keywords)
exists in the metadata of the videos. Furthermore, there is a slider to modify the size of the images
and a timer that counts down the minutes delimited for the INS task submission.

Moving to the basic component of VERGE, videos results are displayed in a grid view through
a shot-base representation and are sorted by scores of similarity in a descending order. When users
hover on an image, additional search capabilities are offered to them. Visual, face, scene, and fusion
similarities can be performed by clicking the respective icon. Moreover, there is a check button to
select shots and submit them to the contest.

Fig. 2 can also serve as a demonstration of the core functionality of VERGE. Inspired by the
queries of the INS task, Face Retrieval and Scene Similarity Search are combined in the Multimodal
Fusion and its outcome is visible in the screenshot: frames that contain both a specific female character
and a convenience store.

3.2.1 Visual Similarity Search Module

The visual similarity search module performs content-based retrieval using deep convolutional neural
networks (DCNNs). The approach followed was the same with the one in TRECVID 2017 INS task [7].
Thus, we trained GoogleNet [13] on 5055 ImageNet concepts and the, we used the output of the last
pooling layer, with dimension 1024, as a global keyframe representation. In order to achieve fast
retrieval of similar images, we constructed an IVFADC index for database vectors and then computed
K-Nearest Neighbours from the query file. Finally, search is realized by combining an inverted file
system with the Asymmetric Distance Computation [27].

3.2.2 High Level Visual Concept Retrieval

This module facilitates search by indexing the video shots based on high level visual concept infor-
mation, such as water, aircraft, landscape and crowd. The concepts that are incorporated into the
system are the 346 concepts studied in the TRECVID-2015 INS task using the techniques and the
algorithms described in detail in [5] Section 2 (Semantic Indexing).

Apart from the 346 TRECVID concepts, a set of 356 scene categories using the VGG16 CNN
network was used for scene/ place recognition [20].

Thttp://mklab-services.iti.gr/verge/trec2018/






